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What is this course about?

Machine learning studies algorithms for 
learning to do stuff

• By finding (and exploiting) patterns in 
data

• Sometimes in ways we’d rather they didn’t

• Theory helps us understand this!



Last two times….
● What does it mean to learn?

– Inductive bias
– Linear models
– Overfitting & underfitting

• When can learning fail?
– Mismatched train/test
– Sample selection bias



Today

● Attacking and defending ML systems
– Data poisoning
– Test data manipulation

● Understanding blackbox (ML) systems
– LIME: Reduction to locally weighted linear regression
– TLDR: Text categorization with minimal inputs



Data poisoning

● Setting:
– Suppose you train a model on clean data DC

– But an adversary injects a small amount of poisoned 
data DP into your system

● How bad can this impact your test 
performance?

● How can you prevent this?



Data poisoning:
2 player game

minθ L(θ , DC∪DP)+R (θ)maxDP

Thm (Liu&Zhu, ‘16): in the worst case, 
even with only one poisoned example, you 
can arbitrarily worsen the model!

Jacob Steinhardt,
Pang Wei Koh,
Percy Liang.
Certified defenses 
for data poisoning 
attacks.
ICML 2017



Biggio et al:

● To pursue security in the context of an arms 
race it is not sufficient to react to observed 
attacks, but it is also necessary to proactively 
anticipate the adversary by predicting the most 
relevant, potential attacks through a what-if 
analysis; this allows one to develop suitable 
countermeasures before the attack actually 
occurs, according to the principle of security by 
design.



Defense attempt: filtering

● Define F over X*Y as a set of “feasible 
examples” an only train on those

maxDP
minθ L(θ ,(DC∪DP)∩F )+R (θ)

minθ L(θ , DC∪DP)+R (θ)maxDP



Types of filters

● Static filters. eg., only allow some features 
(words) through

● Oracle filters. eg., F is allowed to depend 
on true data distribution P

● Data-dependent filters. eg., F depends on 
the data (and thus on adversary)

maxDP
minθ L(θ ,(DC∪DP)∩F )+R (θ)



Example oracle filters





Algorithm for optimal attack

● Roughly, iterate the following:
– Train a model on current data
– Find (x,y) pair in F with highest possible loss
– Add that to poisoned data

● Guarantee: finds a near-optimal (low 
regret) solution to the attacker problem

maxDP
minθ L(θ ,(DC∪DP)∩F )+R (θ)





But that all assumes we know P!



Discussion

● If P is known, are quite robust to attacks
– Both in practice and provable

● If P is unknown, life is much worse
– Connections to robust statistics

● Is the the thing we really want to defend 
against?



Test data manipulation



Sentiment analysis task

● You get training data like:
+1 The acting is superb.
-1 This movie tried to be entertaining.

● You then get unlabeled test data
?  Every actor in this movie is horrible.
?  I love this movie!

● and must construct “minimal pairs”
+1 Every actor in this movie is wonderful.
+1 I’m mad for this movie!



Results



Example minimal pairs



Example minimal pairs II



Today

● Attacking and defending ML systems
– Data poisoning
– Test data manipulation

● Understanding blackbox (ML) systems
– LIME: Reduction to locally weighted linear regression
– TLDR: Text categorization with minimal inputs



Black box → 
Linear model

● Key observations:
– Black box systems are hard to understand
– Sparse linear models are easy to understand

● Ergo: explain decisions of black box 
systems as if they were linear models

Marco Tulio Ribeiro,
Sameer Singh,
Carlos Guestrin.
“Why should I trust 
you?”: Explaining the 
predictions of any 
classifier.
KDD 2016.



Modern object detectors

● AlexNet:

● ResNet:



Key idea in LIME



Example for text categorization



Example for object detection



Example for object detection



Can be used to diagnose bias



Human studies

● Can users select the best model?
● Can non-experts improve the model?
● Do users trust the model?

– See also

Marianna Martindale and Rediet Abebe
(UMD)            (Cornell/MSR)



Today

● Attacking and defending ML systems
– Data poisoning
– Test data manipulation

● Understanding blackbox (ML) systems
– LIME: Reduction to locally weighted linear regression
– TLDR: Text categorization with minimal inputs



Text categorization
w/ minimal inputs

● Key idea:
– Jointly learn to select relevant information & classify
– Hopefully what is useful to machine is same as what is 

useful to human

● Learn the selection process dynamically

He He,
Paul Mineiro,
Nikos 
Karampatziakis.
Active 
information 
acquisition.
arxiv 1602.02181



Amazon review

This book provides a great story line along with solid proofs
of machine learning theories and algorithms. Each chapter is
rather short (15-20 pages), yet is well written to convey the
topic in detail, making the book comfortable to read. Moreover,
the connection among consecutive chapters is strong, giving an
excellent coarse-to-fine introduction on sophisticated theories.

Over the past few years, I have read several machine learning books, and this is 
the one solidly based on "statistical learning theory". Compared to other books 
that give only brief description to this aspect, this book does a good job not only 
on providing the basic proofs, but also on extending the theories to well-known 
practical algorithms, supporting the success of these algorithms and showing 
how theories can be used to design or analyze practical algorithms. For whom 
eager to know more about learning theory, this is a must-read book.



Information access model



(



Policies
● A policy maps observations to actions

p(     )=a
obs.

  input:     x
  timestep:    t
  partial traj: τ
  … anything else



Jump in {0,1}
Right in {0,1}
Left in {0,1}
Speed in {0,1}

Extracted 27K+ binary features
from last 4 observations
(14 binary features for every cell)

Output:Input:
From Mario AI competition 2009

An analogy from playing Mario

High level goal:
Watch an expert play and

learn to mimic her behavior
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Warm-up: Supervised learning

ππrefref

1.Collect trajectories from expert πref

2.Store as dataset D = { ( o, πref(o,y) ) | o ~ πref }
3.Train classifier π on D

● Let π play the game!



Test-time execution (sup. learning)
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What's the (biggest) failure mode?

ππrefref

The expert never gets stuck next to pipes
Þ Classifier doesn't learn to recover!



Kittens, revisited.

(Held & Hein, 1936)



Warm-up II: Imitation learning

ππrefref

1. Collect trajectories from expert πref

2. Dataset D0 = { ( o, πref(o,y) ) | o ~ πref }

3. Train π1 on D0

4. Collect new trajectories from π1

➢ But let the expert steer!
5. Dataset D1 = { ( o, πref(o,y) ) | o ~ π1 }

6. Train π2 on  D0 ∪ D1

● In general:
● Dn = { ( o, πref(o,y) ) | o ~ πn }
● Train πn+1 on ∪i≤n Di

ππ11

ππ22

If N = T log T,

L(πn) < T N + O(1)

for some n



Test-time execution (DAgger)
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What's the (biggest) failure mode?

ππrefref

Not all errors are created equally



Learning to search: AggraVaTe
1.Let learned policy π drive for t timesteps to obs. o
2.For each possible action a:

● Take action a, and let expert πref drive the rest
● Record the overall loss, ca

3.Update π based on example:
 (o, 〈c1, c2,..., cK〉)

4.Goto (1)
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built on pytorch

complete separation of:
  -  task
  -  neural network
        features
  -  learning algorithm

Largely based on Chang+He+Ross+D+Langford, NIPS 2016

with Tim Vieira
release soon: 

github.com/
hal3/

macarico 



)



Amazon review
This book provides a great story line along
with solid proofs of machine learning
theories and algorithms. Each chapter is
rather short (15-20 pages), yet is well
written to convey the topic in detail, making
the book comfortable to read. Moreover,
the connection among consecutive chapters
is strong, giving an excellent coarse-to-fine
introduction on sophisticated theories.

Over the past few years, I have read several machine learning books, and this is the 
one solidly based on "statistical learning theory". Compared to other books that 
give only brief description to this aspect, this book does a good job not only on 
providing the basic proofs, but also on extending the theories to well-known 
practical algorithms, supporting the success of these algorithms and showing how 
theories can be used to design or analyze practical algorithms. For whom eager to 
know more about learning theory, this is a must-read book.







Can apply the same ideas to 
image classification



Today

● Attacking and defending ML systems
– Data poisoning
– Test data manipulation

● Understanding blackbox (ML) systems
– LIME: Reduction to locally weighted linear regression
– TLDR: Text categorization with minimal inputs



Open questions…?

● Attacking and defending ML systems
– What other attacks are there?
– Data manipulation also useful for understanding!

● Understanding blackbox (ML) systems
– What does it mean to “explain”?
– How do explanations affect trust?
– What happens when people start using explanations?



Open questions…?

● Bias and fairness in machine learning
– What axiomatic notions of fairness exist? Compose?
– What about less axiomatic notions?

● Learning from interaction
– How do we minimize reliance on labelers?
– How should we manage cost/benefit of data?
– How can we learn from implicit interactions?


	Slide 1
	What is this course about?
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Experiments: Super Mario Bros
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54

